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基于瓦片金字塔模型的海量
空间数据快速分发方法

殷君茹,侯瑞霞,唐小明,罗 鹏
(中国林业科学研究院 资源信息研究所,北京 1 0009 1)

摘要:针对分布式并行环境下海量空间数据的快速显示和浏览问题,提出一种基于分层、分

专题的海量空间数据金字塔模型及基于数据库存储方案的瓦片数据快速分发方法.对比分析

了瓦片数据在文件式管理和数据库管理两种模式下的存储机制和响应流程,并以时间跨度

5 9 年的沙尘暴观测数据为例,验证了该方法不仅能有效地组织管理海量空间数据,实现高效

数据互操作,而且在多用户并发访问时,能快速响应客户端请求.
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Fast Distribution Method for Large Data Set of
Spatial Data Based on Tiles Pyramid Model
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Abstract:In view of the problem of showing and browsing large data set of spatial data in the
distributed parallel environment quickly,not only one kind of massive spatial pyramid model based on
a hierarchical and special topic mechanism,but high access performance tile map service based on
database storage scheme under the tiles pyramid model technology were proposed.The mechanism of
tile data file management and database management under the storage performance and response
process were comparatively analyzed.Moreover,sand and dust storm observation data for 5 9 years
was taken as an example to validate that this method can not only effectively organize and manage
massive spatial data to achieve efficient data interoperability,but also quickly respond to client
requests in the multi-user concurrent access.
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目前,基于网络地理信息系统(Web geographic information system,WebGIS)技术实现海量空间

数据的发布和共享应用广泛,但当大量用户并发访问地图服务时,采用即时动态渲染地图服务技术对

其进行可视化表达,会出现网络负载过大及响应速度慢等问题[1].同时,信息获取技术的飞速发展使

国家积累了丰富的历史和现势沙尘暴监测数据资源[2],因而采用动态渲染地图服务技术已不能满足海



量沙尘暴观测数据快速显示和浏览的需要.
目前 google 地图、百度地图、天地图等通用的互联网地图均采用瓦片地图方案实现在线地图服

务,因此基于地图预生成思想的瓦片技术以其访问流畅、数据丰富等特点,已逐渐成为新一代

WebGIS 的事实标准[3-5].瓦片技术是一种地图预缓存技术,通过金字塔模型构建地图缓存库,将地图

服务的实时动态渲染转化为对瓦片数据文件的静态请求,有效减轻了服务器端实时渲染结果地图的处

理压力,提高了系统的响应能力.而影响访问速率的因素,还包括对瓦片数据文件的有效存储和管理,
主要有文件式管理和数据库管理两种方式[3,6-10].当瓦片数据包含大量小文件时,基于文件方式进行管

理虽简单易操作,但会出现管理和存储效率的问题.因此,本文在基于瓦片金字塔模型构建海量空间

数据的瓦片数据文件基础上,通过分析文件式管理和数据库管理两种管理模式下的存储机制及瓦片数

据文件的响应流程,并通过实验对比两者的存储性能和大量用户并发访问时的响应时间,同时结合沙

尘暴监测数据分布式架构应用场景的特点,提出一种基于文件数据库管理的方法,以利于海量空间数

据的快速分发和访问.

1 海量空间数据金字塔模型的构建

1.1 瓦片金字塔模型技术原理

瓦片金字塔模型技术是指先将数据库中由空间数据生成的地图数据文件按指定尺寸和指定格式切

成若干行或列的矩形图片(即地图瓦片,简称瓦片),再采用分级、分块的金字塔模型构建多尺度缓存

地图库,并存储在服务器端.金字塔模型是一种多分辨率层次模型,但从底层到顶层所表达的地理范

围不变.分辨率采用倍率方式构建[8].设地图数据的原始分辨率为 R 0,倍率为m,则第 K 层地形数据

的分辨率可表示为R k=R 0×m-k.基于四叉树结构构建模型具有以下特征:

1)树中任意相邻的层及分辨率层呈双倍递增关系;

2)树中每个节点对应一块区域.
1.2 基于瓦片金字塔模型的构建与算法

地图服务的坐标系统和应用场景影响构建瓦片金字塔模型时所采用的地图投影和构建方法.本文

采用 Web Mercator 投影.
1)在构建瓦片金字塔时,先确定要显示的层级数 L={l 0,l 1,…,l k},再确定由空间数据生成的地

图数据文件.
沙尘暴监测数据时间跨度为 5 9 年(195 1~2009 年),即T={T 0,T 1,…,T 5 8},包括 1 7 个不同类型

的专题信息,即 Z={Z 0,Z 1,…,Z 1 6}.首先,将沙尘暴监测数据 S 按照T 分成 5 9 个互不相交的子集,
即 S=S t0∪…∪S ti∪S tj ∪…∪S t 5 8,且 S ti∩S tj =Ø;其次,针对 S ti,按照 Z 分成 1 7 个互不相交的子

集,即 S ti=S tz 0∪…∪S tzm∪S tzn∪…∪S tz 1 6且 S tzm∩S tzn=Ø;最后针对 S tzn,根据其所包含的空间数据

生成地图数据文件.
2)将 S tzn 作为金字塔的底层 l 0,并对其进行分块,形成底层瓦片矩阵 A 0.
分块所需的参数主要包括 S tzn 的范围(min X,min Y,max X,maxY)、金字塔的层数 l 0、比例尺

R 0、瓦片大小、图片格式和空间参考等,并根据如图 1 所示的原理把 S tzn 分成大小相等的瓦片数据.
3)以 A 0 为基础,从地图原点开始,从左到右、从上到下按 2×2 个像素合成一个像素的原则生成

新的像素矩阵,并进行分块,形成 l 1 层的瓦片矩阵 A 1.以此类推,直到生成 l k 的瓦片矩阵 A k 为

止,如图 2 所示.
4)重复操作 2)和 3)直到所有的地图文件生成瓦片数据为止.
生成的瓦片数据文件名包含三方面信息(层数 L、行数和列数),以方便用户在客户端浏览该区域,

根据客户端地理坐标计算得出瓦片数据的行列数,从而定位瓦片文件名,快速获取瓦片存储位置.设

投影 原 点 坐 标 为 (OriginalLatitude,OriginalLongitude),当 前 点 的 坐 标 为 (CurrentLatitude,

CurrentLongitude),瓦片大小为 TileSize,则当前层数为 l i,比例尺为 R i 时,行列数计算公式如下:

row=abs(Origin alLatitude-Curren tLatitude)/(R i ×TileSize),

0721   吉 林 大 学 学 报 (理 学 版)   第 5 3 卷 



col =abs(Origin alLongitude-Curren tLongitude)/(R i ×TileSize),
当所得结果为非整数时,向下取整.

图 1 分块原理

Fig.1 Principe of partition

1.3 海量瓦片数据的存储和管理

针对已生成大数据量的瓦片数据文件,必须采取高效的存储和管理机制,避免数据冗余、互操作

差、检索缓慢等情况.因此下面分别用文件系统和数据库方式对其进行存储和管理,并对比分析两者

的异同.
1.3.1 文件系统存储 基于文件方式存储是通过将相同比例尺下的瓦片数据存储在同一文件夹下,
直接存储和管理地图切片.

采用 ArcGIS Server 的文件方式存储和管理沙尘暴瓦片数据,将每个图层数据下的瓦片按照不同

比例尺组织文件夹,每个比例尺文件下再根据瓦片的行号进行存储,如图 3 所示.

图 2 分层策略

Fig.2 Hierarchical strategy

图 3 文件系统存储

Fig.3 File system storage

1.3.2 数据库存储 在瓦片数据文件存储的基础上,设计基于自定义 vtb 格式的数据库文件,存储沙

尘暴瓦片数据.vtb 格式的数据库文件能被 SQLite[12]文件型数据库读取,因此采用 vtb 格式存储的沙

尘暴瓦片式地图服务在应用和管理时,能充分利用 SQLite 数据库的存储数据量大、执行速度快、使用

简单等优点[9].且该数据文件采用网格编码的原理对存储的瓦片数据建立索引,使对目标瓦片的查找

次数减到最少,以提高瓦片的检索效率.
采用“数据库-专题”方式管理沙尘暴瓦片数据,按专题类型生成 1 7 个 vtb 格式的数据文件.每个

沙尘暴专题类型数据库文件包含上百个按时间整合的图层数据,其中每个图层数据又包含不同比例尺

下的切片数据.将该专题下所有图层的瓦片数据建立数据表,通过数据表存储瓦片的行号、列号、缩

放级别、切片数据等信息,如图 4 所示.
数据库还对该专题所包含的图层信息进行管理,包括图层名称、所属专题、瓦片尺寸、瓦片格式、

投影系统等.这种方式利于在客户端拼接显示时图层信息的初始化,如图 5 所示.
1.3.3 瓦片地图服务响应流程 大数据量瓦片地图服务采用基于多层系统结构设计的 WebGIS 平

台,包括客户层、服务层和数据层.当用户在客户端请求地图服务时,由应用服务器负责地图请求响

1721 第 6 期       殷君茹,等:基于瓦片金字塔模型的海量空间数据快速分发方法    



图 4 数据库存储

Fig.4 Database storage

图 5 专题图层元信息

Fig.5 Meta-information of the thematic layer

应,应用服务器从瓦片数据资源中取得需要的瓦片地图,再返回给客户端.
文件方式需要依赖 ArcGIS Server 对沙尘暴大数据瓦片地图服务进行管理和调用,但不需要额外

建立空间索引,可根据瓦片数据的存储路径直接对其进行访问.
基于数据库方式进行管理,与文件方式管理不同的是,可通过应用服务器直接调用沙尘暴大数据

瓦片式地图服务,但需要建立索引读取专题切片数据库文件.两种管理方式下瓦片式地图服务的响应

流程如图 6 所示.

图 6 响应流程对比

Fig.6 Comparison chart of the two response processes
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2 性能对比分析

基于上述分析,文件方式和基于 vtb 格式的数据库管理方式对沙尘暴大数据量瓦片地图服务的管

理机制并不相同.在分布式架构下,当大量用户并发访问沙尘暴大数量瓦片地图服务时,存储和管理

机制的不同将直接影响地图服务的性能.因此本文通过实验对比分析两者的存储性能,并进一步分析

和对比基于 ArcGIS Server 的文件管理和基于数据库的不同管理机制下,系统调用沙尘暴大数据量瓦

片地图服务时的响应时间.
2.1 存储性能对比

采用 ArcGIS Server 对沙尘暴 1 9 34 层图层数据进行地图切片的过程中,会出现生成步骤繁琐、
效率不高、远程连接数据库不稳定等情况.针对这些问题,本文采用自行研发的基于 ArcGIS Engine
二次开发的专题地图缓存工具,并将切好的瓦片数据直接生成数据库能读取的瓦片数据文件,进而对

两种不同存储方案的性能进行对比.
2.1.1 实验环境 两种切片工具安装在同一台电脑上,处理器为 Intel(R)Core(TM)i7-2620M,内存

为 4 GB.沙尘暴数据搭建在 Windows7 平台下,由 Oracle 1 0g 和空间数据引擎 ArcSDE 10 管理,并作

为生成沙尘暴专题地图切片的数据源.而沙尘暴专题地图切片由沙尘暴数据通过切片工具生成,生成

的地图切片分别用基于 Arcgis Server 的文件方式和基于 vtb 的数据库文件方式进行存储.
2.1.2 存储性能对比分析 沙尘暴数据为由站点多年观测数据生成覆盖全国范围的栅格数据,为了

在宏观上分析全国范围的沙尘暴数据在 5 9 年间的变化趋势,对切片的存储和管理采用可视 6 级缩放

级别.对应的比例尺从 1∶1 60 000 000 到 1∶5 000 000.切片的生成和存储分别基于文件方式和数据

库方式,对比结果列于表 1.
表 1 性能对比

Table 1 Performance comparison

管理方式 文件大小/GB 磁盘占用空间/GB 磁盘备份时间 瓦片生成时间

文件方式 1.29 3.97 2 h 46 min 1 2 s 1 1 0 h 24 min
数据库方式 1.33 1.33 2 min 3 9 s 1 05 h 34 min

  由表 1 可见:

1)由沙尘暴空间数据分别生成的文件方式瓦片数据和数据库方式瓦片数据的大小基本相同,但

在瓦片生成时间上数据库方式所用时间优于文件方式;

2)在瓦片数据量相同的情况下,采用瓦片数据库按专题存储所占磁盘空间极大减小,存储空间仅

占文件方式的 3 3.5%;

3)数据库方式比文件方式的数据备份时间显著缩短,提高了分布式架构下沙尘暴大数据量瓦片

数据的可迁移性.
2.2 瓦片式地图服务响应时间

2.2.1 实验环境 为了对比基于 ArcGIS Server 的文件管理和基于 SQLite 数据库的不同管理机制

下,系统调用每个专题瓦片地图服务的响应时间,数据服务器搭建在 Windows Server 平台下,配置为

Inter(R)Core(TM)2 Quad CPU 处理器和 4 GB 内存,分别采用 ArcGIS Server 管理瓦片地图文件和

SQLite3 管理瓦片数据库.应用服务器搭建在 Windows7 平台下,配置为 Intel(R)Core(TM)i7-2620M
处理器和 4 GB 内存,Web 服务器为 Apache Tomcat6,开发环境为 eclipse Helios 和Flash Builder4.5.
网络访问为同一局域网.在客户机上运行 LoadRunner 性能测试软件进行测试.
2.2.2 并发式响应分析 沙尘暴 1 7 个专题瓦片地图服务被系统调用的流程相同,因此测试数据采用

其中沙尘暴强度专题的全国分布图,由按年度组成的 1 3 6 个图层数据组成,瓦片总数为 44 3 3 6 个.对

比分析在多用户并发访问时,这两种管理方式下每个专题服务的系统响应时间.
在客户机运行 LoadRunner 性能测试软件,模拟 1 00~1 000 用户并发访问,在两种管理方式下分

别对地图进行缩放操作,针对每种情况对应某一用户数进行 5 次重复测试,取其平均值作为响应时间,
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图 7 性能并发测试响应时间

Fig.7 Response time of concurrency performance test

结果如图 7 所示.由图 7 可见,在大量用户并发访

问的情况下,数据库瓦片地图服务的响应时间比文

件式瓦片服务时间略长 20~68 ms.但随着用户量

的不断增加,两者的响应时间曲线增长幅度趋于平

缓,数据库瓦片地图服务的性能与文件式相当.
综上所述,本文将瓦片金字塔模型技术应用于

海量空间数据的快速访问中,并通过实验分析比较

了文件方式和数据库方式的存储和响应性能.结果

表明,在分布式架构下,针对海量空间数据的快速

访问机制,采用基于 vtb 数据文件格式的数据库方

式进行管理,除获得与文件方式相当的快速响应性

能外,瓦片数据的存储空间和数据备份时间显著减少,可迁移性得到提高.
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