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摘要：云计算模型能够利用整个云网络中的计算资源，形成强大的计算能力采满足遥感数据的实时处理。于是提出一种基于云计算

模型的海量遥感数据处理模型，在这个处理系统中使用控制器来实现遥感数据处理任务的分发，NDVI(Nonml Differential Vegeta-
don Index，归一化植被指数，标准差异植被指数)的提取，使得能够应用与快速的监测洪涝灾害以及实现对于沙尘暴天气以及森林

火灾的实时监测，能够在极地考察中使用采监测冰川的流速，确定考察方案。提出可行的解决方案等。
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Abstract：Cloud computing model can take advantage of the network re：source．．creating a powerful computing capacity to meel：the real—

time processing a large amount of spatial data．So this paper showed a cloud computing model based orl a large amount of spatial data p胁
cessing model．Ic used controller to implement the distribudon of spatial data processing tasks and the extraction of NDVI fNormal Differ-

ential Vegetation Index)，to make it possible to monitor the application and rapid flooding and the realization of real—time monitoring for

dust stol'ms．the system can be applied to the monitoring of glacier flow and determine the direction of study，and propose feasible solu-

dons．

Key words：cloud computing；remote'seining；distributed computing；nuss data；storage

随着遥感手段和信息获取技术的发展，遥感数据的获取周期越来越短，遥感影像数据的更新频率越来越快111。例如。7／orldView一

2卫星是2009年10月8日成功发射升空的．首台高分辨率、8频段、多光谱商业卫星，拥有巨大图像收集能力和很高的每日重访次

数．预计可提高政府和商业市场的图像发布速度和频率。年成像能力约等于地球陆地面积的三倍。WorldView一2可以1．8米分辨率拍

摄多光谱图像，及以0．46米(i)分辨率拍摄全色图像。新增的多光谱拍摄能力支持更高的特征识别和提取水准，更精确地反映出世

界的真实景色12I。

对于海量遥感数据快速处理以达到实现快速响应机制，传统的遥感数据处理平台已经不能满足当前的生产需求131。因此，如何

快速、高效地处理这峰遥感数据，以及如何迅速的从遥感数据中获取用户所需的基本信息(如概貌、土地的分类、土地利用情况、植

被分布、水系的分布和变化，灾害区的范围等)是一个值得研究并且急需解决的问题，也是建立遥感快速响应机制领域的一个重要

的应用和发展方向。

本文将云计算模型处理的技术引入遥感数据处理中．设计了基于云计算的

海量遥感数据的云处理模型。

1云计算模型构架

云计算的关键是如何实现大规模地连接到更加广泛的服务器甚至个人计

算机，使这些计算机并行运行。各自的资源结合起来形成足叮比拟超级计算机

的计算能力。我们可以通过个人电脑或便携设备，经由因特网连接到云中。对用

户端来说，云是一个独立的应用、设备或文件，云中的硬件是不可见的14l，如图l
EC；
例小。

图1云计算模型
它的过程是这样的：首先，用户的请求被发送给系统管理，系统管理找出正

确的资源并调用合适的系统服务。这砦服务从云中划分必要的资源，加载相应的Web应用程序，创建或打开所要求的文件。Web应

用启动后，系统的监测和计量功能会跟踪云资源的使用。确保资源分配和归属于合适的用户。

2云计算处理模型的运行机制

基于云计算模型的遥感数据处理模型是在传统的遥感数据处理流程的基础上，突破了传统的计算模式，使用了云计算强大的

计算资源来完成整个数据处理中的大量的数字运算。其中包括任务的分发、云端处理以及处理完数据的集中和影像的镶嵌等操作。
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2．1云处理模型的体系结构

图2为基于云计算模型的遥感数据处理系统的体系结构。云工作站负责管理和分发任务。

云端处理服务器依据分发的任务，从云存储中取出影像进行相应的处理。通过TCP／IP通信协议

与服务器建立通讯。当对应的云端处理服务器(可以是大型的计算机业可以使微型的个人机)接

收到任务时．通过调用系统的计算资源进行相应的处理服务．同时通过云端系统之间的相互通

信可以实现一些软件资源的共享等。

2．2云处理模型的工作流程

图3为基于云计算模型的遥感数据处理系统的一般的工作流程，主要包括任务表的创建与

分发，云端系统的具体的处理过程以及数据成品的集中和影像的镶嵌。利用云计算强大的计算

资源来完成其中涉及到的巨大的运算要求。

3基于云计算的遥感影像处理模型

在这个模型系统中，主要包括数据的预处理和专题信息的提取。在

后期的制图过程中主要包括地图信息的符号化和综合。

3．1预处理

遥感图像的预处理主要包括几何校正和辐射校正，还包括其他的

预处理手段，如图4所示。遥感图像成图时，由于各种冈素的影响．图像

本身的儿何形状与其对应的地物形状往往是不一致的。遥感|墨|像的几

何变形是指图像卜各地物的几何位置、形状、尺寸、方位等特征与在参

考系统中的表达要求不一致时产生的变形。遥感图像的变形误差可以

分为静态误差和动态误差两大类。静态误差是在成像的过程中，传感器

相对于地球表面呈精致状态时所产生的各种变形误差。动态误差主要

是成像过程巾由于地球的旋转等因素所造成的图像变形误差。遥感图

像的几何处理主要包括图像的粗加工、精纠正，还包括重采样以及共线

方程的纠正的{Sl。。
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图2云计算模型的遥感数据

处理系统的体系结构
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图3云计算模型的遥感数据处理系统的工作流程

由于遥感图像成像过程的复杂性．传感器接收到的电磁波能量与目标本身辐射的能量是不一

致的。传感器输出的能量包含了太阳位置和角度条件、大气条件、地形影响和传感器本身的性能所

引起的各种失真，这些失真不是地面目标本身的辐射．闪此对图像的使用和理解会造成影响，必须

加以校正或消除。辐射校正就是指消除或改正遥感图像成像过程中附加在传感器输出的辐射能量

中的各种噪声的过程。

在遥感数据制图中，数据的收集一般包括遥感影像数据的收集和其他非空间数据的收集．在

充分收集历史和当前数据的基础卜要对于资料进行初步的整理。

数据的预处理主要包括影像数据的几何处理和辐射校正。预处理的云处理模型已经在之前介

绍过了。

3．2中期操作

在传统的遥感影像专题信息提取中，主要包括影像数据的格式转化，图像的增强和均衡化、波

段的融合、纠正等。文本资料的分类，地图信息的分析，同时在信息的提

取中有监督法分类和非监督法分类，以及分类后处理等操作16l。在基于云

计算模型的遥感影像处理系统中．上述的操作方法不变。变化的是计算

的模式。传统的处理模式是串行的处理，基于云计算的遥感影像处理模

式主要是利用云端系统强大的计算资源实现影像的实时处理。

在完成任务的分发后．相应的云端通过直接的相互通信，能够下载

相应的处理模块所需的软件和模块．同时按照当前服务器的计算资源状

况完成相应的处理和任务的分发等。

33后期操作

后期的专题地图的制作中主要包括地图信息的综合。按照专题的信

息决定地图信息的取舍，突出重点的专题．省略其他无关的要素，符号化

的过程主要依据可视化和视觉美学等知识进行取舍，其中涉及到大量的

计算任务仍然放到云端来完成。

遥感数据的处理一般包括格式转换、图像的增强、均衡化、波段的融

合等，在遥感数据的应用上主要有信息的提取、分类、专题图的制作等，

如图5所示。

4模拟实验数据类比

本栏目责任编辑：谢媛嫒

图4基于云计算模型的遥

感数据的预处理的一般流程

图5

-······一·软件设计开发··3647

万方数据



咖船rfo_聃姆a，，d酬ln0切电誓知识与技术
在这个基于云计算模型的遥感数据处理系统

中我们设计使用的是云端强大的计算能力，突破

传统的计算模式。

由于云计算模型从理论走向实验还有一个过

程．这个实验现阶段没办法完成。武汉大学研制并

开发的“数字摄影测量网格系统一DPGrid”突破了

传统的计算模式，其发展思路是新一代计算模式

第6卷第14期(2010年5月)

表1 DPGdd系统与传统数宇摄影测量工作站生产效率对比表
影像 静胙镶髓呻司项目 影像数 髟像类型 影像大小(像素) 面积1∞f 制作正射影像图时间
比例尺 (并行)

实验1 176 SWDC 8000×1如∞ lll000 17 7 2-J'e't "

实验1 287 UcD 7500x 11500 l 9000 3000 4小时 3 12

实验3 374 呲 7680×13824 1 6500 22 7-J,t}J" 5 24

实验4 1074 UcD 7500x 11500 1 90000 21163 2夭 10100

实验5 6000 DMc 76肋×13824 1．1二000 3000 15天 45 500

的体现，其实验的数据对于我们本次的实验有很大的重要的意义，能够对多组数据进行了生产实验和效率对比。

表l为DPCmd系统(8台刀片服务器)与传统数字摄影测量工作站生产效率对比表。。从实验5可以看出．一个中等城市(3000

km2)，6000幅DMC航空数码影像，8台刀片服务器，仅需要15天即町生成影像镶嵌图。而相同的数据，按照传统作业方式制作正射

影像图，需要lO个以上的工作人员_二年以上的时问。同时由表l可以看出，镶嵌图耗时最短，因而可满足快速响应的需求。同时并

行计算的效率比传统串行计算的效率提高了3—10倍，并且影像数越多，效率提高的越多。云计算平台具有更加庞大的服务器群，

计算能力更加强大，相比DPGrid系统有更大的运行效率，这将使得海量的遥感数据处理得更加准确、及时。 ．

5结论
。

云计算是一种颠覆性的技术具有深刻意义，不仅对互联网服务，而且对这个IT业都是一汐革命。将它应用在遥感领域更是一

种大胆的尝试，作为遥感处理专业领域，如何进行海量数据存储与处理、系统的扩展与开放等是该领域长期的瓶颈．云计算的出现

给解决这些问题带来了希望。本文详细探讨了遥感云计算的系统构成和实现方法，并以一个具体的原型系统展现了遥感云计算模

式的用户界面、技术手段和运行流程。
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@Addtwo：=getprocaddress(Libhandle，"Addtw03；
／／得到内存中函数Addtwo的入口地址

’

if@Addtwo<>nil

，，找到函数则调用函数
then editI．Text：=inttostr(Addtwo(Application．Handle，Caption))
else showmessage(7找不到函数1 1；
end

‘

else showmessage(7找不到DLL文件!’；

图1应用程序调用DLL窗体

end； ．

end．

说明：loadlibrary('Projectl．dU3用于将Projeetl．dn装入内存。如果装载成功将返同一个非O

值。如果装载成功将执行语句@Addtwo：=getprocaddress(Libhandle,"Addtwo')．该语句用于得到内

存中函数Addtwo的地址。如果地址@Addtwo不为nil表示找到函数。找到函数之后调用函数，

将结果显示在应用程序的editl中。
图2 DLL窗体返回函数值

程序运行结果如图1和图2所示。其中，图l中由应用程序调用DLL窗体，由DLL窗体实

现函数功能求两个数的和。图2是DLL窗体返回甬数值给应用程序。

‘使用DLL封装窗体．不仅有利于程序的模块化，使软件产品更易于维护和升级，还有利于多人合作完成同一个项目。此外还可

以在多种语言之间实现混合编程。例如在工程上可以使用Delphi制作界面(DLL窗体)实现数据的录入，然后再使用Fortran接受输

入的数据并进行工程计算，最后还可以将结果显示在Delphi设计的界面(DLL窗体)上，这将大大地改善程序的界面友好性。
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